
Status of the 

Pierre Auger Observatory

Eun-Joo Ahn

Fermilab

All Experimenters Meeting  July 22nd 2013



2

The Pierre Auger Observatory

‣ Malargüe, Mendoza, Argentina ��3000 km2

- Hybrid: 4 air fluorescence detector sites & 1600 water Cherenkov detectors 
- Enhancements and R&D ongoing, upgrade to run beyond 2015 planned

Observe, understand, characterize the ultra high energy cosmic rays 
and probe particle interactions at the highest energies
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Abstract: The flux of cosmic rays above 3×1017 eV has been measured with unprecedented precision at the
Pierre Auger Observatory based on data in the period between 1 January 2004 and 31 December 2012. The unique
combination of different nested detector arrangements has been used to record cosmic ray data spanning over an
energy range of almost three decades. The hybrid nature of the instrument has been exploited to determine the
energy in a data-driven mode with minimal Monte Carlo input. The spectral features are presented in detail and
the impact of systematic uncertainties on these features is addressed.
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1 Introduction

The measurement of the energy spectrum of ultra-high
energy cosmic rays addresses fundamental questions about
the origin and propagation of these particles, as well as
about physical properties of accelerators and particle cross-
sections at the highest energies. The most distinct features
of the flux above 1018 eV are a flattening of the spectrum at
4×1018 eV (the ankle) and a strong flux suppression above
5×1019 eV which is often attributed to the GZK cut-off but
might also be due to the maximum source energy [1, 2, 3].
The exact physical explanation of the observed spectral
features remains uncertain. Also, the transition from galactic
to extra-galactic cosmic rays may occur between 1017 eV
and the ankle. A precise measurement of the flux at energies
above 1017 eV is important for discriminating between
different theoretical models [4, 5, 6, 7].

The Pierre Auger Observatory is a hybrid detector em-
ploying two complementary detection techniques for the
ground-based measurement of air showers induced by UHE-
CRs, a surface detector array (SD) and a fluorescence de-
tector (FD). The SD is an array of 10 m2 water Cherenkov
detectors. 1600 detectors are arranged in a hexagonal grid
with spacing of 1500 m, covering a total area of 3000 km2.
This array is fully efficient at energies above 3×1018 eV [8].
49 additional detectors with 750 m spacing have been nested
within the 1500 m array to cover an area of 25 km2 with
full efficiency above 3×1017 eV [9]. The SD array is sensi-
tive to electromagnetic and muonic secondary particles of
air showers and has a duty cycle of almost 100% [10, 11].
The SD is overlooked by 27 optical telescopes grouped in
5 buildings on the periphery of the array. The FD is sensi-
tive to the fluorescence light emitted by nitrogen molecules
that are excited by secondary particles of the shower and to
the Cherenkov light induced by these particles. This allows
for the observation of the longitudinal development of air
showers during clear and moonless nights, resulting in a
duty cycle of about 13% [12, 13].

We present the measurement of the flux of cosmic rays
above 3×1017 eV, obtained by combining data from these
detectors. The dataset extends from 1 January 2004 to 31
December 2012, thus updating earlier measurements.

17.0 17.5 18.0 18.5 19.0 19.5 20.0

log
10
(E/eV)

10
1

10
2

10
3

10
4

10
5

e
x

p
o

s
u

r
e
� k

m
2

s
r

y
r
�

SD 1500 m

SD inclined

Hybrid

SD 750 m

Figure 1: The integrated exposure of the different detectors at
the Pierre Auger Observatory as a function of energy. The SD
exposure in the three cases is flat above the energy corresponding
to full trigger efficiency for the surface arrays. Values and zenith
angle ranges are given in Table 1.

2 Flux measurements with the SD array

The reconstruction of arrival direction and core position
of air showers measured with the SD array is performed
using the trigger times and signals recorded by individual
detector stations. Signals are calibrated in units of VEM,
corresponding to the signal produced by a Vertical Equiva-
lent Muon [11, 14]. Different attenuation characteristics of
the electromagnetic and muonic shower components lead to
different reconstruction methods for different zenith angle
ranges. In the following we distinguish between vertical
events (θ < 60◦) and inclined events (62◦ ≤ θ < 80◦).

The energy reconstruction of vertical events is based
on the estimation of the lateral distribution of secondary
particles of an air shower reaching ground at an optimal
distance to the shower core. The optimal distances are those
at which, for a wide range of reasonable lateral distribution
functions, the spread in this signal size predicted at that
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Auger SD Auger hybrid
1500 m vertical 1500 m inclined 750 m vertical

Data taking period 01/2004 - 12/2012 01/2004 - 12/2012 08/2008 - 12/2012 11/2005 - 12/2012

Exposure
�
km

2
sr yr

�
31645±950 8027±240 79±4 see Fig. 1

Zenith angles [◦] 0−60 62−80 0−55 0−60

Threshold energy Eeff [eV] 3×10
18

4×10
18

3×10
17

10
18

No. of events (E > Eeff) 82318 11074 29585 11155

No. of events (golden hybrids) 1475 175 414 -

Energy calibration (A) [EeV] 0.190±0.005 5.61±0.1 (1.21±0.07) ·10
−2

-

Energy calibration (B) 1.025±0.007 0.985±0.02 1.03±0.02 -

Table 1: Summary of the experimental parameters describing data of the different measurements at the Pierre Auger Observatory.

Numbers of events are given above the energies corresponding to full trigger efficiency. Missing parameters will be added in the final

version of the paper.
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Figure 2: The correlation between the different energy estimators

S38, S35 and N19 (see text) and the energy determined by FD.

distance is a minimum. For the 1500 m and 750 m arrays

the optimal distances, determined empirically, are 1000 m

and 450 m respectively. See [15, 16] for details. The signals

S(1000) and S(450) are corrected for their zenith angle

dependence due to air shower attenuation in the atmosphere

with a Constant Intensity Cut (CIC) method [17]. The

equivalent signal at median zenith angle of 38
◦

(35
◦
) is used

to infer the energy for the 1500 m (750 m) array [9, 18, 19].

Note that for the 750 m array, only events with zenith

angle below 55
◦

are accepted. Variations of the shape of

the attenuation function due to the change of the average

maximum depth of shower development with energy are

below 5% for the considered zenith angles.

Inclined air-showers are characterized by the dominance

of secondary muons at ground, as the electromagnetic com-

ponent is largely absorbed in the large atmospheric depth

traversed by the shower [20]. The reconstruction is based on

the estimation of the relative muon content N19 with respect

to a simulated proton shower with energy 10
19

eV [21]. N19

is used to infer the primary energy for inclined events. Due

to the limited exposure of the 750 m array only inclined

events from the 1500 m array are included in the present

analysis.

Events, both vertical and inclined, are selected if the

detector with the highest signal is enclosed in a hexagon of

six active stations. The exposure is obtained by integrating

the effective area (i.e. the sum of the areas of all active

hexagons) over observation time [8]. Exposures of the SD

array for the different datasets are shown in Fig. 1. Values

up to 31 Dec 2012 are given in Table 1 together with

their uncertainties and the relevant zenith angle ranges. In

case of vertical events measured with the 1500 m array the

integrated exposure amounts to an increase of 50% with

respect to the previous publication [1, 22]. The number of

events above 3×10
18

eV does not fully reflect this increase

due to changes in the energy scale and calibration [23].

Events that have independently triggered the SD array

and FD telescopes (called golden hybrid events) are used

for the energy calibration of SD data. Only a sub-sample of

events that pass strict quality and field of view selections

are used [9, 18]. The relations between the different en-

ergy estimators Ê, i.e. S38, S35, N19, and the energies recon-

structed from the FD measurements EFD are well described

by power-laws EFD = A · ÊB
. The calibration parameters are

given in Table 1 together with the number of golden hybrid

events. The correlation between the different energy estima-

tors and EFD is shown in Fig. 2 superimposed with the cali-

bration functions resulting from maximum-likelihood fits.

For the vertical events of the 1500 m array, the SD energy

resolution due to limited sampling statistics decreases from

15% below 6×10
18

eV to less than 12% above 10
19

eV [24].

Physical fluctuations in shower development are the major

contribution at highest energies with ≈ 12%. In case of in-

clined events, physical fluctuations are larger, ≈ 16% [21].

To check the energy reconstruction and intrinsic resolu-

tions, the reconstruction was also performed using simu-

lated events. For vertical events of the 1500 m array, the dis-

tribution of the ratio of the inferred SD energy ESD and the

reconstructed FD energy EFD is compared to Monte-Carlo

simulations in Fig. 3. Due to the lack of muons in simula-

tions compared to data (e.g. [25]), the SD energy scale of

simulations was rescaled by 24% (averaging primaries and

energies) to match that of data. Based on this rescaling, the

observed distributions are well reproduced by Monte-Carlo

simulations.

Due to the steepness of the energy spectrum and the finite

resolution of the SD measurements, the measured spectra

represent a smearing of the true spectrum due to bin-to-bin

migrations. Corrections have been applied to obtain the true

energy spectrum [1]. These are below 15% in the energy

range of interest.

! Auger has the largest statistics & the best quality UHECR data

• Energy calibration via hybrid events
82318 events

11074 events

11155 events

29585 events

Aperture: 32 000 km2 sr yr
(additional 5000 km2 each year)
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Figure 1: Left: Raw image from a field-of-view sequence
taken from Coihueco on 2009/07/19 at 08:25 UTC. Right:
The same image after having a clear sky template image
removed from it. A signal threshold is then applied to
create a binary cloud mask which is then mapped to the FD
telescope pixels.

sky, largely ineffective. For this reason we have developed
a new method which can account for the most serious of
artefacts yet still provide reliable cloud information.

2.3 Cloud Mask Generation
We have developed a new technique which can discrimi-
nate between pixels observing clear or cloudy sky within
poor-quality images. The technique relies upon building a
library of clear sky images which can be used as templates
to be removed from each cloud covered image. The differ-
ence between the clear and cloudy images should result in
enhancement of the cloud affected pixels.
To first determine which images are clear of cloud, each

field-of-view sequence is compared to the next sequence
of images in time. Any significant difference between the
two sets of images may indicate that cloud is present. A
small difference indicates the images may be clear. By
splitting the difference images into n×m sections, small
changes can be detected to provide higher precision in
discriminating between clear sky and cloud.
Figure 2 shows the distribution of the maximum vari-

ance from all sections in many difference images. A clear
peak can be seen associating with images with a low max-
imum section variance, indicating images that are most
likely clear (no object movement). The tail of this peak can
be used to differentiate between clear and cloudy images
when combined with a mean signal cut to account for over-
cast images. A library of clear images is collected for a
given (roughly two weeks) FD observation period.
For every other image, a weighting algorithm is applied

to find the best match clear-sky template based on similar
temperatures and time-of-day. The difference of the two
images should result in a flat baseline image with areas of
increased signals associated with cloud (Figure 1, right).
Applying a simple threshold on the resultant image reveals
the designated cloud and clear pixels. By averaging the
information from each cloud camera pixel which shares
the same direction as an FD pixel, we generate a cloud
index for each FD pixel which represents the fraction of
cloud in its field of view of that time. The result is a cloud
camera database for use in shower analysis that contains
cloud indices for every FD pixel at five-minute intervals.

2.4 New Infra-red Cameras
We are replacing the existing cloud cameras with Gobi-
384 uncooled radiometric microbolometer array infra-red
cameras. These cameras operate in the 8− 14 µm wave-

Figure 2: Distribution of the maximum section variance
from the difference of consecutive images in time. A no-
ticeable peak can be seen which is associated with clear
sky images. Applying a cut corresponding to the tail of the
peak can be used to distinguish clear and cloudy images.

length band with a field of view of 50◦ × 37.5◦ and pro-
duce images consisting of 384×288 pixels (Figure 3). The
design of these new cameras prevents the occurrence of
the main artefacts associated with the existing cameras,
while also enabling absolute infra-red brightness temper-
ature measurements of the sky. The cameras will be con-
trolled using new LabView based software, to perform the
same image capture sequences as described in Section 2.1.
Using LabView for the hardware control system will allow
a greater level of automation to be implemented into the
image capture and camera calibration processes.

2.5 Future Work
The radiometric nature of the new cameras will allow for
new cloud detection techniques. Of particular interest is
the comparison of observed infra-red brightness temper-
atures with simulations, using GDAS (Global Data As-
similation System) [4] atmospheric profile data and atmo-
spheric radiation transfer software. This will introduce an
atmospheric profile dependent cloud detection threshold,
which will help resolve the issue of high levels of water
vapour being falsely detected as cloud, given that the cam-
era wavelength range includes a water vapour emission
band.

Figure 3: Example of a sky image taken with the radiomet-
ric Gobi-384 IR camera at the Los Leones FD site. Tem-
peratures range from cooler (blue) to warmer (red).

raw image
applied
clear sky template

Cloud 
monitoring:  
<- satellite

IR camera ->
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3.4 Applications for the Auger Observatory
We have generated cloud probability maps (see Figure 6)
for each satellite image available from all the FD run-
ning nights since 2004. In addition, using these maps,
nightly animated maps were created. These maps (espe-
cially the animated versions) are useful in visualizing the
cloud cover during particular cosmic ray events. This helps
us to distinguish shower profiles distorted by clouds from
unusual shaped shower profiles that could correspond to
exotic or rare events.

Figure 6: Example of a cloud probability map of the Pierre
Auger Observatory. Pixels are colored in accordance with
the gray scale to the right of the maps. Shown are the
borders of the SD (red) and the CLF (red star).

The cloud probabilities for every pixel of the satellite
images since 2004 are provided in one of the Auger atmo-
spheric databases for further reconstruction analysis of the
cosmic ray data. In the database, the cloud probability is
digitized with cloud probability indexes ranging from 0 to
4. For all the cases when the cloud probability of the corre-
sponding bin is between 0 and 20 %, we consider the pixel
as clear and we assign 0 to the cloud probability index (CP
= 0). For all the cases when the cloud probability of the
corresponding bin is between 80 and 100 %, we consider
the pixel as cloudy and we assign 4 to the cloud probabil-
ity index (CP = 4). We assign cloud probability indexes be-
tween 1 and 3 for the intermediate cases.
Using this database, the plan is to increase the efficiency

of the data analysis cuts for the cloudy nights for the cos-
mic ray analysis. Also, candidates of exotic events will be
vetoed, when these events developed within cloudy pixels.

3.5 Reliability of the method
Aswe can see in Figure 5, there is a small overlap in the dis-
tributions. One contribution to the overlap may come from
the fact that the CLF data and the satellite image are not
precisely simultaneous. Another contribution comes from
the fact that the CLF laser beam illuminates an area less
than 100 m across as compared to the size of square kilo-
meters of the satellite pixel. The rare clouds higher than
the maximum field of view of the FD (14 km) contribute
to this overlap since they can be identified by the satellite
but not by the CLF. The spatial uncertainty in the satellite
pixel location could contribute also to the overlap since the

raw data at NOAA do not include the spatial correction in
the coordinates of the satellite pixel.
Another reason for the overlap could be that the satel-

lite may be less sensitive than the CLF to certain types
of clouds such as the optically thin clouds. Optically thin
clouds are not important for distortions due to absorption,
but could indeed act as side-scatterers. The CLF is a per-
fect device to simulate such side scattering. It is possi-
ble by averaging over 50 CLF tracks to detect clouds that
would cause a less than significant effect on a single cos-
mic ray event but would still cause a statistically significant
change to the averaged CLF profile. However, the goal of
this study is only to identify night-time clouds and not to
discriminate between cloud type or altitude.
For the atmospheric database, we defined CP = 0 for

clear pixels and CP = 4 for cloudy pixels. With these cuts,
we are conservative for not incorporating false positives.
CP = 0, means cloud probabilities for each corresponding
bin of less than 20 %. Using all the bins below this cut, we
get a total cloud probability of 4 %. CP = 4 means cloud
probabilities for each corresponding bin of more than 80
%. Using all the bins above this cut, we get a total cloud
probability of 99%. However, our method could be applied
with different cuts, depending on the needed goal.

4 Conclusions
We have described two of the four cloud detection meth-
ods employed at the Pierre Auger Observatory. Infra-red
cloud cameras situated at each of the four fluorescence
sites can directly map cloud directions onto the FD pixel
directions which can then be used to veto cloud-affected
air showers. The new GOES-satellite based method pro-
vides straightforward cloud detection over the entire array
that can also be used to veto events. The Observatory re-
lies on the combination of all of its cloud detection instru-
ments, including the central laser facilities and lidars at
the FD sites, for cloud information. This is especially the
case for studies very sensitive to cloud effects, such as the
search for exotic physics in the development of air shower
cascades.

Acknowledgment:This work was in part supported by the De-
partment of Energy (Contract No. DE-FG02-99ER41107) and
other agencies involved in funding of the construction and opera-
tion of the Pierre Auger Observatory.
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Figure 3: Left: number of active WCDs normalised to the nominal number of WCDs in the array, as a function of time.

Right: number of active hexagons as a function of time.

Figure 4: Percentage of PMTs which do not verify the

quality criteria among the functioning ones, as a function

of time.

of the implementation of the quality cut procedure are

available via a dedicated SD section. In Fig. 4 we show the

percentage of PMTs which do not verify the quality criteria

among the functioning ones, since the completion of the

array, and this allows us to check the time evolution of the

number of rejected PMTs.

The most important parameters of the SD calibration [8]

are the peak current measured for a vertical muon, IV EM
1

(so-called peak) and the corresponding charge QV EM
(so-called area). The calibration procedure allows the

conversion of one VEM in electronics units. IV EM and

QV EM are available from the local station software using the

signal produced by the atmospheric muons. To control the

uniformity of the detector response, as well as its evolution

with time, the distributions of both the peak and the area
can be displayed for all the PMTs of the SD array. Examples

of such distributions are shown in Fig. 5, corresponding to

one month of data for two different years. The uniformity

and the stability of the calibration parameters ensure a

stable and uniform response to shower signals. The decrease

of the area mean value is due to a convolution of water

transparency, Tyvek
R�

reflection and electronic response of

the WCDs. This does not affect the quality of the data [9].

Beside individual trigger rates and PMT parameters of

each WCD, which can be checked over long periods, the

T3 trigger rates are also monitored since they reflect the

evolution of the SD response. As an example, the T3 trigger

rate over past year is shown on Fig. 6.

4.2 Fluorescence Detector
The calculation of the on-time for each FD telescope

is derived by taking into account the status of the data

acquisition, of the telescopes, the camera pixels, the

communication system, among others. Details of the

Figure 5: Distribution of the peak (top) and area (bottom)

over all working PMTs (one month of data) for 2 different

years.

Figure 6: T3 trigger rate over past year.

on-time and exposure calculations, necessary ingredients for

the measurement of the energy spectrum, are given in [10].

Since July 2007 a tool based on the monitoring system [11]

is available for the on-time calculation, accounting also

for vetoed time intervals induced by the operation of the

LIDAR system or in the case of an excessive rate of FD

triggers. The average variances and the on-time-fraction

of individual telescopes are calculated for time-intervals

of ten minutes, balancing the statistical precision of the

calculated on-time with the information frequency. After the

initial phase due to the start-up of the running operations the

mean on-time is about 13% for all the FD-sites. A program

performing the calculation is running on the database

server and the appropriate tables are continuously filled

1. VEM: Vertical Equivalent Muon.

Water Cherenkov detector performance

Fluorescence telescope PMT calibration

Pierre Auger Observatory performance monitoring system
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Figure 1: Map of the SD array with the current active

detectors (colored points). For each working detector, the

color indicates the number of surrounding active detectors.

information for displaying the T2 status and its stability

over a short period.

The physics trigger, T4, is designed to select real showers

from the set of stored T3 data. The high quality SD trigger

level is a fiducial trigger to select only events well contained

in the array, ensuring the shower core to be properly

reconstructed. It requires that six active detectors surround

the detector with the highest signal at the time of shower

impact, the seven WCDs forming then an active hexagon.

For this trigger the SD is fully efficient for the detection

of EAS with energy above 3× 10
18

eV and zenith angle

below 60
◦

[5]. In this range of energies and angles, the SD

exposure can be determined on the basis of the geometrical

aperture. Due to maintenance operation and “black tanks”,

the aperture does not reach its nominal value. The number

of active hexagons is thus continuously monitored and

stored in the database. A dedicated web page of the SD

section provides these numbers and a corresponding array

map (Fig. 1).

3.2 FD on-line monitoring
The data acquisition for the FD telescopes is organised

building-wise to ensure against disruption of data collection

due to possible communication losses between the CDAS

and the remote detectors. For the FD monitoring the data

transport is organised via the database internal replication

mechanism. This mechanism recognises communication

problems and tries to catch up with the submitted

database changes when the connection is reestablished, thus

guaranteeing completeness of the data-set on the central

server.

The data taking of the FD can only take place under

specific environmental conditions and is organised in night

shifts. The telescopes are not operated when the weather

conditions are dangerous (high wind speed, rain, snow, etc.)

and when the observed sky brightness (caused mainly by

scattered moonlight) is too high. As a consequence, the

shifters have to continuously monitor the atmospheric and

Figure 2: Picture from the web-interface showing a

selection of FD-calibration data for two of the six cameras

in FD-building Coihueco in a dedicated view representing

the PMT arrangement.

environmental conditions [6] and judge the operation-mode

on the basis of the available information.

Alarms, occurrences of states that require immediate

action, are first filled into a specified table of the database.

The web front-end checks this table for new entries and

indicates them on the web page. The shifter is expected

to notice and acknowledge the alarm, which then can be

declared as resolved once the raised issue is solved.

The information collected for the supervision of the FD

operation is split into five sections, dedicated respectively

to: i) information from the different levels of calibration

(Fig. 2), ii) the background data obtained from each 30

second readout of the full camera, iii) the DAQ and trigger

showing the frequency of fired triggers that indicate the

status of the telescopes at an advanced stage, iv) the weather

conditions and temperatures, and v) the LIDAR monitoring

the atmospherical conditions [7] close to the building which

is vital for the operation of the telescopes.

4 Long-term data quality
4.1 Surface Detector
Relevant data useful for long-term studies and for quality

checks are stored in the Auger Monitoring database on a

one-day basis. Dedicated pages in its SD section web site

allow the user to display the evolution with time of the

response and of the trigger rates of each Cherenkov detector

but also the SD array working status and the quality of the

SD data.

Mean values over one day of the number of active

SD detectors, of the “black tanks”, the number of active

hexagons as well as the nominal one (expected value if all

the detectors deployed were active), are stored with other

metrics in a dedicated table that can be accessed via the web

site. From these information, one can check the evolution

of the number of active WCDs and of the active hexagons

compared to the existing ones. As an example are shown

on Fig. 3 the number of active WCDs normalised to the

nominal number of WCDs in the array (left) and the number

of active hexagons (right) for the last 3 years.

Each WCD has three PMTs, which are balanced such

that they produce on average the same output signal. Due

to some identified failures, a small percentage of PMTs

should not be considered in the analysis. Each PMT has

to fulfill several quality criteria to be used in the analysis.

Criteria are based on mean values and standard deviations

of the PMT baselines, and on parameters used in the WCD

calibration [8]. The implementation of the quality cuts is

done on a day-by-day basis to provide for each day a list of

PMTs showing troubles, stored in a database. The results
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• Microwave:  AMBER, MIDAS, EASIER
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Figure 3: Photograph of HEAT in tilted mode with closed
shutters.

potentially increased. From the point of view of the data
taking and operation, HEAT acts as an independent fifth
telescope site.
The aforementioned distance monitoring system has been
used to prove that the tilting of the telescope enclosures
does not modify the optical parameters of the telescopes
significantly. In addition, reference calibration measure-
ments at different tilting angles have shown that the influ-
ence of the Earth’s magnetic field on the performance of
the PMTs is only marginal and can thus be neglected.
A photograph of HEAT in tilted mode is shown in Fig. 3.

3 Measurements

Data taking with the new telescopes of HEAT is possible in
horizontal (’down’) position as well as in the tilted (’up’)
position. The horizontal position of the HEAT telescopes,
which is used for installation, commissioning and mainte-
nance of the hardware, is also the position in which the
absolute calibration of the telescopes takes place. In this
position the field of view of the HEAT telescopes overlaps
with those of the Coihueco telescopes. This offers the pos-
sibility of doing special analyses of events recorded simul-
taneously at both sites. In addition, these events can be used
to check the alignment of the new telescopes and provide a
cross-check of their calibration constants.
With the HEAT enclosures in the tilted position, the com-
bined HEAT-Coihueco telescopes cover an elevation range
from the horizon to 58◦. This extended field of view en-
ables the reconstruction of low energy showers for close-by
shower events and resolve ambiguities in the Xmax deter-
mination. The improved resolution in energy andXmax de-
termination is especially visible in the low energy regime.
The first measurements with a single HEAT telescope
started in January 2009 whereas measurements using the
new DAQ electronics with all three telescopes commenced
in September 2009. An example of one of the first low-
energy showers recorded with HEAT and the Coihueco sta-
tion is shown in Fig. 4.

The initial data taking period served as commissioning and
learning period. Since June 2010, the data taking and data
quality reached a satisfactory performance level and all re-
sults presented here are based on the latter data taking pe-
riod. During this period, an absolute calibration campaign
with a uniformly lit drum [11] and a roving laser for these
new telescopes has been performed successfully.
The alignment of the regular fluorescence telescopes is ob-
tained from star tracking. In addition to this method, a new
method was introduced to determine the alignment of the
HEAT telescopes. Given a reference geometry from any
number of sources (SD, hybrid, reconstruction from other
sites, laser shots) and the observation of the correspond-
ing light traces in a HEAT telescope, the developed algo-
rithm determines the optimal pointing direction for the tele-
scope. The accuracy of the method increases when applied
to many events. This method results in a statistical accu-
racy of 0.3◦ or better for elevation and azimuth. For the
HEAT telescope 1, which has the Central Laser Facility
(CLF) [12] in its field of view, accuracies of better than
0.1◦ can be achieved.
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Figure 4: Example of a low-energy event recorded in co-
incidence with HEAT and two Coihueco telescopes. Top:
Camera image of the recorded signal. The arrival time
of the light is color-coded (blue early, late red). Bottom:
Reconstructed energy deposit profile. This nearly vertical
event with a zenith angle of 19◦ has a reconstructed energy
of about 1.7 × 1017 eV.
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Summary
! Auger has made significant contributions to the UHECR field with 

accurate measurements of CR properties above Elab = 1018 eV and 
unprecedented statistics:
‣ energy spectrum with clear ankle and suppression features;
‣ understand composition via Xmax, muon numbers & production depth;
‣ proton-air cross section measurement. etc.

! Enhancements extend energy down to Elab ! 1017 eV

! Upgrade preparations to run beyond 2015 are in progress

! Perspectives for the next 10 years
‣ Acquire more data (x3 in 10 years)
‣ Composition & hadronic interaction information at the UHE


